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Current Design Plan

• Order 103 close-packed 5-6m dishes.

• Operate between 400-800 MHz

• Channelizing on FPGA ICE boards (Matt Dobbs)

• Correlation on GPUs.

• Dishes tilt N/S:  when “deep enough” on a strip, tilt over to increase fsky.

• Would like to do some beamforming in correlator, kick out small subset of 
beams to external processing.

• eThekwini municipality very supportive, providing site in Durban, seed 
funding for prototype.  Starting to order parts now!

Last day of summer operations
May 4, 2017
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be "ve and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise ampli"er; S11, input re#ection coe$cient; N/A, not applicable.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

EDGES Results 2018, J. 
Bowman et al., 2018 Nature

Figure 18: Main Results from EDGES and its comparison with theoretical prediction.Upper Left–(a) Mea-
sured spectrum for the reference dataset after filtering for data quality and radio-frequency interference.
The spectrum is dominated by Galactic synchrotron emission; (b) Residuals after fitting and removing
only the foreground model; (c) Residuals after fitting and removing both the foreground model and 21-cm
models; (d) Recovered model profile of the 21-cm absorption, with a signal-to-noise ratio of 37, amplitude
of 0.53K, centre frequency of 78.1MHz and width of 18.7MHz; (e) Sum of the 21-cm model (d) and its
residuals (c). Upper Right–Best-fitting 21-cm absorption profiles (H2) for each hardware case (H1, H3-
H6). Lower–The comparison between EDGES best-fitting model (red) and the current best-understanding
theoretical prediction (blue). Figure taken from [18] and Alan Rogers’ presentation.
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• DM → //
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and K = �3

↵
/(8⇡H(z), with �↵ as the Lyman-alpha wavelength. C is approximately the probability of an excited

Hydrogen atom to emit a photon before becoming ionized [28]. The redshift dependence e↵ective e�ciencies fi, f↵, fh
represent the ratio of energy deposition into each channel to the total energy injection rate at the current redshift.
These e↵ective e�ciencies f(E, z) will include both species/spectrum averaging and the accumulative contribution
from earlier injections, after propagating to the current redshift. Thus f(E, z) has dependence on the injection history,
the cosmic ray species and their energy at injection.

We calculate the e↵ective e�ciencies for di↵erent models based on the numerical values given in Refs. [22, 26] for
electron and photon e↵ective e�ciency maps. These are the only maps required as only electrons and photons can
e�ciently deposit energy into the intergalactic medium. Protons may also be produced if kinematically allowed, but
its heating contribution can be ignored due to much sub-leading final state multiplicity. E�ciency maps for other
products are created by first calculating model dependent immediate decay products. These products then undergo
a decay chain that produces spectra of stable products. This decay is assumed to occur instantaneously. Finally, the
spectra are combined with the original electron and photon e�ciency tables through a weighted average to create the
e↵ective e�ciency map for the model [29]

fc(mDM, z) =

P
s

R
fc(E, z, s)E(dN/dE)sdEP

s

R
E(dN/dE)sdE

, (9)

where c is the channel, s is the species, fc(E, z, s) is the e↵ective e�ciency for the channel and species, and (dN/dE)s
is the spectrum for the species.

Equations 5�7 take in the energy deposit corrections on Hydrogen ionization, Lyman-↵ excitation and gas heating.
We do not include the e↵ects on Helium ionization and the energy loss to the photon continuum as their impact is
subdominant [23].

The terms with lower script ‘orig’ in Eqs. 3 and 4 refer to the unaltered standard evolution equations [28, 30],

dxe

dz

����
orig

=
C

(1 + z)H(z)
⇥ (x2

e
nH↵B � �B(1� xe)e

�h⌫2s/kBTG), (10)

dTG

dz

����
orig

=
8�TaRT 4

CMB

3mecH(z)(1 + z)

xe

1 + fHe + xe

(TG � TCMB), (11)

where ↵B is the e↵ective recombination.
We use the numerical package HyRec [30] to compute the temperature evolutions, with the energy injection

corrections implemented into the evolution equations. The Wouthuysen-Field e↵ect is included into the calculation
by defining [13]

TS =
TCMB + ycTG + yLy↵TLy↵

1 + yc + yLy↵
, (12)

yc =
C10

A10

T?

TG

, (13)

yLy↵ =
P10

A10

T?

TLy↵

, (14)

where A10 = 2.85 ⇥ 10�15s�1 is transition’s spontaneous emission coe�cient, C10 is the collisional de-excitation
rate of the triplet hyperfine level, P10 ⇡ 1.3 ⇥ 10�12J�21s�1 is the indirect de-excitation rate due to Lyman-Alpha
absorption, T? = h⌫0/kB = 0.068 K is the Lyman-Alpha energy, TLy↵ is the Lyman-Alpha background temperature,
and TLy↵ = TG for the period of interest, and J�21 is the Lyman-Alpha background intensity and is estimated by
the early and late reionization results of [31]. We use the cosmological parameters ⌦m = 0.3, ⌦b = 0.04, ⌦⇤ = 0.7,
and h = 0.7 throughout this work. Fig. 2 illustrates the heating e↵ect on T21 from dark matter decay, assuming
contribution from 100% of the relic density and the DM! e+e� channel. Heating of neutral Hydrogen becomes
manifest at near-reionization time. Note that variations in cosmological parameters do slightly a↵ect the result.
Cosmological parameter variation within Planck’s constraint is expected to lead to O(1) correction. As an example,
for the best fit of Planck’s TT,TE,EE+lowP data, ⌦m = 0.316, ⌦b = 0.049, ⌦⇤ = 0.684, and h = 0.67 [14], the
constraints shown in Section III weaken by a factor of 1.3.

B. Primordial black holes

Another potential source of steady e±, � injection is the Hawking radiation of long-lived, relatively low mass
(MBH > 1015g) primordial black holes. Over-density in the early Universe can collapse into primordial black holes [32–
35]. If PBH formation occurs during radiation dominated phases, usually a horizon-sized fluctuation is needed to
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II. ENERGY INJECTION EFFECTS

Decaying dark matter particles with a lifetime much longer than the age of the Universe can be a steady source of
the Standard Model (SM) particles. The stable particles from such injection, the photons, electron/positron and to
a generally low fraction of (anti)protons can collide with and deposit energy to the intergalactic medium. The main
e↵ects from such energy deposition include enhanced ionization of the hydrogen, leading to corrections in xe, xHI ,
and higher gas temperature TG, especially at low redshift as the energy injection can build up over time. A higher
ionization fraction xe leads to earlier reionization and more damping in the CMB’s temperature and polarization
correlation spectra, see Ref. [20–23] for recent studies with the Planck data. For 21cm measurements, both the
corrections to xe and TG can a↵ect T21, especially at a time when TS re-coupled to TG. A reasonable choice is at
the central redshift z ' 17 where EDGES detected absorption signals. By requiring the heating from new physics
raises the radiation temperature by �T21 no more than 100 or 150 mK, this limit corresponds to a less than half
or 3/4 suppression of the standard astrophysical T21 = �200 mK absorption strength. In standard astrophysics this
temperature rise can wipe out or greatly suppress the 21cm absorption signal. It is also larger than EDGES’s T21 1�
up-fluctuation uncertainty (+200 mK by 99% credence level [1]).

A. Decaying dark matter

The decay of dark matter is insensitive to the small-scale matter density distribution and gives a steady energy
injection rate,

dE

dV dt
= �DM · ⇢c,0⌦DM(1 + z)3, (2)

where � is the dark matter decay width, ⇢c,0 is the current critical density of the Universe. In comparison to the
(1 + z)6 redshift dependence in the DM annihilation case, the injection rate from DM decay drops much slower than
that in annihilation, and can be more significant at lower z.

The photons and electrons are injected at high energy that can typically reach up to O(10�1)MDM. They gradually
lose energy by interacting [24–26] with the intergalactic medium via ionization, Lyman-↵ excitations, gas temperature
heating, as well as scattering o↵ the background continuum photons that is studied in Ref. [27] as another explanation
of the EDGES data with a heated photon radiation background. Being relativistic, these particles may take a long time
to deposit all their energy into the environment. Each energy deposition channel’s rate will accumulate contribution
from all injection from earlier times.

The energy deposition introduces additional terms in the evolution of ionization fraction and the Hydrogen tem-
perature:

dxe

dz
=

dxe

dz

����
orig

�
1

(1 + z)H(z)
[IXi(z) + IX↵(z)], (3)

dTG

dz
=

dTG

dz

����
orig

�
2

3kB(1 + z)H(z)

Kh

1 + fHe + xe

. (4)

In the additional terms, fHe is the Helium fraction in the intergalactic medium, kB and H(z) are the usual Boltzmann
constant and the Hubble parameter. The IXi (IX↵) factors correspond to the energy deposition into ionization from
the Hydrogen ground (excited) states. Kh takes account of the heating of intergalactic gas. These factors relate to
energy injection rate by

IXi(z) =
fi(E, z)

HH(z)Ei

dE

dV dt
, (5)

IX↵(z) = (1� C)
f↵(E, z)

nH(z)E↵

dE

dV dt
, (6)

Kh(z) =
fh(E, z)

nH(z)

dE

dV dt
(7)

C =
1 +K⇤2s,1snH(1 + xe)

1 +K⇤2s,1snH(1� xe) +K�BnH(1� xe)
. (8)

nH is the Hydrogen number density, and Ei, E↵ are the electron energy levels at the ground and excited states of
the Hydrogen atom. ⇤2s,1s is the decay rate from the 2s to 1s energy level. �B is the e↵ective photoionization rate,
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FIG. 2. Dark matter decay (left) and primordial black hole evaporation (right) e↵ects lead to higher T21 in the reionization
epoch. Here dark matter mass has 100 GeV mass and decays into an e+e� final state. The black mass is assumed to 1016 g.

overcome the radiation pressure and makes over-density growth possible, leading to a characteristic PBH size. In
matter dominated phases, however, PBH formation can be a lot more complicated. The lack of radiation pressure
allows for black hole formation over a wide range of mass, and the mass profile can depend on the geometric symmetry
of density fluctuations [36, 37]. For a review of PBH formation and relevant constraints, see Ref. [38, 39]. Also see
Ref. [40–42] for recent studies of PBH formation under nonthermal conditions.

Relevant PBHs for post-recombination energy injection need to be long-lived such that its evaporation time scale
is longer than the age of Universe. PBHs with MBH > 1015g can survive to today, and the PBH in the mass range
1015 � 1017g are subject to indirect searches of extragalactic cosmic rays [43] and CMB damping constraint [23].

A black hole of mass MBH gives away its mass at the Hawking radiation rate [12],

ṀBH = �5.34⇥ 1025
 
X

i

�i

!
M�2

BH
g3s�1, (15)

where the coe�cients �i is the fraction of evaporation power and sums over all particle degrees of freedom that
are lighter in mass than the BH’s temperature TBH = (8⇡GMBH)�1. Here we use the Greek letter � to avoid
confusion with the e↵ective absorption coe�cient fi. The relevant emission are photons and electrons as they can
interact with the intergalactic medium. Other emission species, like neutrinos, do not deposit their energy into the
intergalactic medium in an e�cient manner. For each particle degree of freedom in photons and electrons, ��

1
= 0.06

and �e
±

1/2
= 0.142 [44]. Note these � values are normalized to the emission of a 1017g black hole. The PBH injection

also scales as (1 + z)3 and depends on the abundance of black holes,

dE

dV dt
=

X

i=�,e±

�i ·
ṀBH

MBH

⇢c,0⌦BH(1 + z)3, (16)

where ṀBH/MBH / M�3

BH
is a mass loss rate. For MBH � 1015g, MBH can be consider within the age of the

Universe. Comparing with Eq. 2, PBH’s injection rate has the same redshift dependence as that in the dark matter
decay scenario. The treatment of interaction of photon and electrons with the intergalactic medium follows the same
procedure as discussed in the previous subsection. The impact on T21 is shown in the right panel of Fig. 2 for a 1016g
mass PBH with a few sample abundance between 10�5 and 10�4 of the Universe’s matter density.

III. CONSTRAINTS FROM 21CM

By requiring the T21 correction to its standard astrophysical value at z ' 17 to be less than 100 and 150 mK,
namely T21(z = 17) < �100 and �50 mK respectively, we obtain strong constraints on the lifetime of decaying dark
matter, and the maximally allowed abundance of primordial black holes.

Fig. 3 illustrates the constraint on the decay lifetime ⌧DM for DM mass from MeV up to 100 TeV. The constraint
assumes generic two-body decay channels. The DM! e+e� channel is the most stringently constrained due to its
highest fraction of electrons in the final state. µ+µ� and bb̄ final states are also plotted, which have lower f(E, z)
in comparison. µ+µ�, bb̄ are also much smoother than e+e� due to the wide spectra of stable final particles which

10!"
2×10!"
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FIG. 3. 21cm lower-bounds on dark matter decay lifetime, and primordial black hole abundance. The DM decay panels assume
DM ! e+e� (top left), DM ! �� (top right), DM ! µ+µ� (bottom left) and DM ! bb̄ (bottom right) final states. Current
CMB damping constraints [20] from Planck (solid) and dwarf galaxy bounds [45] from Fermi-LAT (gray dashed) are also shown
for comparison.

results in most features of f averaging out. As lower energy injection requires less time to deposit its energy into the
intergalactic medium, f increases with lower MDM, as demonstrated in the shape of ⌧DM constraint. This leads to a
significant O(1027)s bound for sub-GeV dark matter lifetime that is complementary to gamma ray search limits [45, 46]
from Fermi-LAT data. The 21cm bound is also stronger than the CMB damping constraint from Planck [23] by more
than one order of magnitude. This indicates that the TS ' TG in the reionization epoch is also a very sensitive test
of energy injection. µ+µ� and bb̄ final states produce weaker bounds than gamma-ray measurements from Fermi-
LAT [45] for masses above 20 GeV. However, because e+e� produces fewer gamma-rays and has a higher f(E, z), it
is expected to be much more constraining than Fermi-LAT. The shape of the constraints is a direct result from the
e↵ective e�ciency maps discussed in Sec. II. Masses that occur near a peak absorption e�ciency have a corresponding
high constraint. The shifting of the peaks between Planck and 21cm results is due to the z dependence of the e↵ective
e�ciency. Dominant features present in the e�ciency map shift to higher DM and lower PBH masses at late redshift
and are observed in calculated maps [23, 26].

Also note the enhanced lifetime in the �� channel at injection below 0.1 MeV due to higher photon energy absorption
e�ciency. At ⇠KeV mass DM the lifetime bound is higher than 1027s. This bound is below the 1029s·(MDM/KeV) [47]
requirement for explaining the 3.5 KeV X-ray excess [48]. Testing this signal would need O(mK) T21 sensitivity at
future measurements.

For PBHs, the injection rate ṀBH/MBH / MBH
�3 quickly drops for higher BH masses. Also, for BH mass much

higher than 1016 g, the BH temperature drops below the electron mass, reducing the amount of electron injection and
the impact on the intergalactic medium’s temperature. Fig. 4 shows the 21cm-constrained maximal fraction of the
Universe’s dark matter in the form of primordial black holes. Comparing with CMB damping limit from Planck, the
21cm bound is stronger by one order of magnitude throughout the relevant mass range.
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FIG. 2. Dark matter decay (left) and primordial black hole evaporation (right) e↵ects lead to higher T21 in the reionization
epoch. Here dark matter mass has 100 GeV mass and decays into an e+e� final state. The black mass is assumed to 1016 g.

overcome the radiation pressure and makes over-density growth possible, leading to a characteristic PBH size. In
matter dominated phases, however, PBH formation can be a lot more complicated. The lack of radiation pressure
allows for black hole formation over a wide range of mass, and the mass profile can depend on the geometric symmetry
of density fluctuations [36, 37]. For a review of PBH formation and relevant constraints, see Ref. [38, 39]. Also see
Ref. [40–42] for recent studies of PBH formation under nonthermal conditions.

Relevant PBHs for post-recombination energy injection need to be long-lived such that its evaporation time scale
is longer than the age of Universe. PBHs with MBH > 1015g can survive to today, and the PBH in the mass range
1015 � 1017g are subject to indirect searches of extragalactic cosmic rays [43] and CMB damping constraint [23].

A black hole of mass MBH gives away its mass at the Hawking radiation rate [12],

ṀBH = �5.34⇥ 1025
 
X
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!
M�2

BH
g3s�1, (15)

where the coe�cients �i is the fraction of evaporation power and sums over all particle degrees of freedom that
are lighter in mass than the BH’s temperature TBH = (8⇡GMBH)�1. Here we use the Greek letter � to avoid
confusion with the e↵ective absorption coe�cient fi. The relevant emission are photons and electrons as they can
interact with the intergalactic medium. Other emission species, like neutrinos, do not deposit their energy into the
intergalactic medium in an e�cient manner. For each particle degree of freedom in photons and electrons, ��

1
= 0.06

and �e
±

1/2
= 0.142 [44]. Note these � values are normalized to the emission of a 1017g black hole. The PBH injection
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where ṀBH/MBH / M�3

BH
is a mass loss rate. For MBH � 1015g, MBH can be consider within the age of the

Universe. Comparing with Eq. 2, PBH’s injection rate has the same redshift dependence as that in the dark matter
decay scenario. The treatment of interaction of photon and electrons with the intergalactic medium follows the same
procedure as discussed in the previous subsection. The impact on T21 is shown in the right panel of Fig. 2 for a 1016g
mass PBH with a few sample abundance between 10�5 and 10�4 of the Universe’s matter density.

III. CONSTRAINTS FROM 21CM

By requiring the T21 correction to its standard astrophysical value at z ' 17 to be less than 100 and 150 mK,
namely T21(z = 17) < �100 and �50 mK respectively, we obtain strong constraints on the lifetime of decaying dark
matter, and the maximally allowed abundance of primordial black holes.

Fig. 3 illustrates the constraint on the decay lifetime ⌧DM for DM mass from MeV up to 100 TeV. The constraint
assumes generic two-body decay channels. The DM! e+e� channel is the most stringently constrained due to its
highest fraction of electrons in the final state. µ+µ� and bb̄ final states are also plotted, which have lower f(E, z)
in comparison. µ+µ�, bb̄ are also much smoother than e+e� due to the wide spectra of stable final particles which

Cang, Gao, YZM, 2021, 
JCAP

Zhang, Yue, Xu, YZM, Chen, 
Liu, 2023, Phys. Rev. D

Cang, YZM, Gao, 2023, ApJ



• Constraints on decaying dark matter
• Constraints on Primordial black holes
• (Prospective) Constraints on warm dark 

matter

Sitwell, Mesinger, YZM, Sigurdson, 2013, MNRAS

Clark, Dutta, Gao, YZM, Strigari, 2018, Phys. Rev. D

Cang, Gao, YZM, 2020, Phys. Rev. D.

Cang, Gao, YZM, 2021, JCAP

Zhang, Yue, Xu, YZM, Chen, Liu, 2023, Phys. Rev. D

Cang, YZM, Gao, 2023, ApJ



Hyperion

2019 Deployment of the First Autonomous 
Station

ALBATROS
2—80 MHz

HERA MWA LOFAR SKA-LOW



What is the current constraint on 
warm dark matter mass from IGM?

• Lyman alpha forest: (Viel+ 2006; 2008; Irsic+ 2017; 

Baur+ 2017; Enzi+, 2021):

 !! > 1 − 3	keV
• Reionization occurring by *~6 (Barkana+2011; Lopez-

Honorez et al. 2017): 

!! > 1	keV
• Reproducing stellar mass function and Tully-Fisher 

relation: (Kang+2013): 

  !! > 0.75	keV



Dark matter effect on collapse fraction2666 M. Sitwell et al.

the expression for MJ originally found in BHO, so that MJ is given
by

MJ ≈ 1.5 × 1010
(

!Xh2

0.15

)1/2 ( mX

keV

)−4
M$. (3)

As using the sharp cutoff at MJ is much less computationally in-
tensive and easily integrable within the EPS formalism, we employ
this method instead of the full random-walk procedure.

2.3 Halo abundances

The production rate of photons that are capable of heating or ion-
izing the IGM, or coupling the spin temperature to the colour tem-
perature via the WF mechanism, is modelled as being proportional
to the collapse fraction fcoll(z, Mmin) of haloes with sufficient mass
(≥Mmin) to host star-forming galaxies. To compute the mean col-
lapse fraction, we use the Sheth–Tormen mass function (Sheth,
Mo & Tormen 2001), giving the comoving number density of haloes
with mass between M and M + dM as

dnST

dM
= −A

√
2
π

ρ̄m

M

dlnσ

dM
ν̂(1 + ν̂−2p)e−ν̂2/2, (4)

where ν̂ =
√

aδc(M, z)/σ (M), ρ̄m is the mean matter energy den-
sity, σ (M) is the rms of density fluctuations smoothed on a scale
that encompasses a mass M. A, a and p are fit parameters taken as
A = 0.353, a = 0.73 and p = 0.175 (Jenkins et al. 2001). The mean
collapse fraction is computed as

fcoll(>Mmin, z) = 1
ρm

∫ ∞

Mmin

M
dnST

dM
dM, (5)

where Mmin = max(MJ, Msf ) and Msf is the minimum halo mass
where star formation can occur. MJ is assigned a value of zero in
the case of CDM. It will be convenient to express Msf in terms of the
corresponding virialized halo temperature Tvir as (see, for instance,
Barkana & Loeb 2001)

Msf = 9.37 × 107
( µ

0.6

)−3/2
(

h

0.7

)−1 (
!m

0.3

)−1/2

×
(

1
!z

m

&c

18π2

)−1/2 (
1 + z

10

)−3/2 (
Tvir

104 K

)3/2

M$, (6)

where µ is the mean molecular weight, !z
m = !m(1 + z)3/(!m(1 +

z)3 + !' + !k(1 + z)2) and &c = 18π2 + 82d − 39d2 is the halo
overdensity relative to the critical density at collapse with
d = !z

m − 1.
The mean collapse fraction in CDM and WDM models can be

seen in Fig. 1. At high redshifts, small haloes begin to collapse in
CDM while no or few such haloes collapse in WDM, resulting in
a large relative difference between the collapse fractions in these
models. However, this difference becomes smaller with lower red-
shifts as objects on scales larger than that inhibited by WDM start
to collapse in both models. At late times, in the CDM scenario, the
mass within haloes of sizes suppressed by WDM only represents a
small fraction of the total mass within all collapsed structures, so
the relative difference between the mean collapse fraction in CDM
and WDM models is small at those times. Therefore, while structure
formation is delayed in WDM models, the mean collapse fraction
rises more rapidly as compared to CDM.

Figure 1. Mean collapse fraction for CDM (solid) and WDM (dashed)
models. The WDM curves in ascending order are for mX = 2, 3, 4 keV.
The collapse fraction is calculated using equation (5) with Msf set by
Tvir = 104 K.

3 C O S M I C 2 1 - C M S I G NA L

The brightness temperature of the 21-cm signal measured against
the CMB at redshift z is given by

δTb(z) = TS − Tγ

1 + z
(1 − e−τν0 )

≈ 27xH I(1 + δ)
(

1 − Tγ

TS

) (
1 + z

10
0.15
!mh2

)1/2

×
(

!bh
2

0.023

) (
H

H + dv‖/dr‖

)
mK, (7)

where τν0 is the optical depth at the 21-cm frequency ν0, TS and
Tγ are the spin and CMB temperatures, respectively, xH I is the
neutral fraction of hydrogen, δ is the overdensity, H is the Hubble
parameter and dv‖/dr‖ is the comoving velocity gradient along the
line of sight. The spin temperature can be represented by

T −1
S =

T −1
γ + xαT

−1
α + xcT

−1
K

1 + xα + xc
, (8)

where TK and Tα are the kinetic and colour temperatures, respec-
tively, and xc and xα are the collisional and WF coupling coefficients,
respectively.

The earliest possible measurable cosmic 21-cm signal would be
emitted during the ‘dark ages’ before significant star formation
occurs. At these early times, the gas is dense enough so that col-
lisional coupling is strong and TS ≈ TK. Before z ∼ 150, residual
free electrons strongly couple the gas kinetic temperature to the
CMB through Compton scattering, so TS ≈ TK ≈ Tγ and no 21-cm
signal can be observed at this time. After this point, the remain-
ing free electrons are so defuse that the gas is decoupled from the
CMB and cools adiabatically as TK ∝ (1 + z)2. Since the CMB
temperature decreases at the slower pace of Tγ ∝ (1 + z), a 21-cm
signal in absorption may be observed (at least in principle) at this
time (Bharadwaj & Ali 2004; Loeb & Zaldarriaga 2004; Naoz &
Barkana 2005; Lewis & Challinor 2007). As the gas continues to
cool, the collisional coupling becomes less efficient, driving TS back
up to the CMB temperature. As this scenario is relatively unaffected
by structure formation, we do not expect the presence of WDM to
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2668 M. Sitwell et al.

Figure 2. Mean spin temperatures T̄S for CDM and WDM models. The
dotted curves show T̄S for our fiducial CDM model (blue), WDM with
mX = 3 keV (red) and CDM with f∗/f∗fid = 0.1 (green). In addition, the
mean kinetic temperature T̄K of each model is plotted with a dashed curve
in the same colour used for T̄S. The grey solid line is the CMB temperature.

in T̄S as compared to the two other cases shown, since lowering
f∗ reduces the photon-production efficiency in stars of all masses.
In both non-fiducial cases shown, T̄S and thus δT̄b reach a lower
value in their absorption troughs since the gas undergoes further
cooling in the extra time needed for the X-ray heating to become
efficient.

The evolution of the mean brightness temperatures for WDM
models with mX = 2, 3, 4 keV is shown in Fig. 3.5 It is readily seen
that having WDM with a particle mass of a few keV can substantially
change the mean 21-cm brightness temperature evolution. While
lowering f∗ within CDM models can delay the strong absorption
signal, the resulting absorption trough is much wider than in WDM.
For the same delay in the minimum of δT̄b, the delay in reionization
is greater for CDM than for WDM. Although reionization may be
greatly delayed well past z = 6 in models with low values of f∗, our
primary focus is on the pre-reionization 21-cm signal. We caution
against automatically discarding these models, as the star formation
efficiency may diverge from earlier values by reionization.

Examining the gradient of the global signal in Fig. 3(b), we see
that suppressing f∗ in CDM models only shifts the mean signal to
lower redshifts. On the other hand, decreasing mX in WDM mod-
els increases the gradients of the mean signal. In CDM models,
∂δT̄b/∂z attains values near 33 mK (−45 mK) near its maximum
(minimum) regardless of its f∗ value. This can increase significantly
in WDM models, for example to ∼64 mK (∼ −77 mK) at its max-
imum (minimum) for WDM with mX = 2 keV.

The effect of WDM on the global 21-cm signal can be tracked
through different ‘critical points’ in the signal’s evolution. We
choose these points to be the redshift zmin at which δT̄b reaches
its minimum value, the redshift zh when the kinetic temperature
of the gas is heated above the CMB temperature and the redshift

5 We caution the reader that WDM models with mX = 2, 3 keV are dis-
favoured by recent Lyman α observations (Viel et al. 2013). However,
Lyman α forest constraints are still susceptible to astrophysical (thermal
and ionization history) and observational (sky and continuum subtraction)
degeneracies. Therefore, it is still useful to confirm these constraints using
the redshifted 21-cm signal.

of reionization zr taken to be the redshift where the mean ionized
fraction is x̄i(zr) = 0.5. These points are plotted for both CDM and
WDM in Fig. 4(a). The solid curves track the effect of lowering f∗
on the redshifts of the critical points in CDM models (the values of
f∗ can be read from the upper horizontal axis). The dashed curves
show the effect of WDM on these redshifts, where the value of mX

for each model can be read from the lower horizontal axis.
We begin to explore possible degeneracies between CDM and

WDM cosmologies by finding the value of f∗ required in CDM that
would have a particular critical point occurring at the same redshift
as it would in WDM with a particular value of mX. In other words,
for a particular event that occurs at redshift ze, we would like to
find the curve that satisfies ze(f∗|CDM) = ze(mX|WDM). These
curves for zmin, zh and zr can be seen in Fig. 4(b). We can see that if
one uses the milestone zr to distinguish between CDM and WDM
with mX = 2, 3, 4 keV, then f∗ has to be known within a factor
of 3.0, 1.8 and 1.4, respectively. Using zmin instead, f∗ only has to
be known within a factor of 50, 13 and 4.8 for mX = 2, 3, 4 keV,
respectively, since the impact of WDM is larger at higher redshifts.
Near mX = 15 keV, using zmin to distinguish WDM from CDM
requires f∗ to be known within a factor of 1.1 and drops to 1.01 by
mX ∼ 20 keV (although the astrophysical motivations for WDM as
mentioned in the introduction loses much of its appeal past a few
keV).

As the value of mX is lowered, the curves in Fig. 4(b) diverge
from one another, as the more rapid growth of structure in WDM
changes the relative timing of the milestones. Therefore, if f∗ is
approximately constant throughout the epochs under consideration,
adjusting the value of f∗ in CDM so that a particular critical point
occurs at the same redshift as it does in WDM will misalign other
critical points and thus cannot reproduce the whole history of δT̄b

in WDM models.
However, we can mimic the WDM mean brightness tempera-

ture evolution with CDM if we allow f∗ to vary in time. To illus-
trate this, Fig. 5 shows the form of f∗(z) needed to reproduce the
mean 21-cm signal for WDM with mX = 2, 4 keV. At high redshifts
(z ! 15, 25 for mX = 2, 4 keV), f∗ is more than an order of magni-
tude smaller than its value at the end of reionization to compensate
for the delay of structure formation in WDM. When more massive
haloes start to collapse (near z = 10, 20 for mX = 2, 4 keV), f∗ rises
quickly by roughly an order of magnitude to mimic the more rapid
change of the collapse fraction in WDM and finally levels off during
reionization. While this evolution of f∗ may be possible, it seems
contrived without an underlying model of such evolution.

Even in cases where f∗ evolves in such a way as to mimic the
mean brightness temperature in WDM, one can differentiate be-
tween WDM and CDM by examining the spectrum of perturbations
in the 21-cm signal at certain points in its evolution. Perturbations
in the UV and X-ray fields add power to the 21-cm power spec-
trum #2

21 on large scales. Since the bias of sources in WDM can be
greater than that in CDM (Smith & Markovic 2011), more power
is added on large scales in WDM than in CDM. This effect is most
easily seen at times when inhomogeneities in xα or TK are at their
maximum. Fig. 6 shows the evolution of the power spectrum for the
modes k = 0.08 and 0.18 Mpc−1, showing a three-peak structure,
where the peaks from high to low redshift are associated with inho-
mogeneities in xα , TK and xH I, respectively. When inhomogeneities
in TK are at their maximum, the power at k = 0.08, 0.18 Mpc−1 can
be boosted in WDM by as much as a factor of 2.4, 2.0 (1.3, 1.1)
for mX = 2 keV (4 keV). When inhomogeneities in xα are near their
height, the power at k = 0.08 Mpc−1 can be increased by a factor
of 1.5 (1.2) for WDM with mX = 2 keV (4 keV).

MNRAS 438, 2664–2671 (2014)
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Imprint of warm dark matter on 21-cm signal 2669

Figure 3. Mean 21-cm brightness temperature δT̄b (a) and its derivative with respect to redshift (b). In all plots, the solid curve is the fiducial CDM model.
The upper plots show the results of WDM runs where the dashed, dot–dashed and dotted curves are for mX = 2, 3, 4 keV, respectively. The lower plots show
CDM runs where the dashed, dot–dashed and dotted curves are for CDM models with f∗/f∗fid = 0.03, 0.1, 0.5, respectively.

Figure 4. ‘Critical points’ in the mean 21-cm signal. (a) Redshifts of critical points for CDM (solid curves) and WDM (dashed curves) models. For CDM
curves, the redshifts of the critical points are plotted as a function of f∗, which can be read from the top horizontal axis. For WDM curves, the critical point
redshifts are plotted as a function of mX, the values of which can be read from the lower horizontal axis. In descending order from the right, the curves
are the redshifts zmin (blue), zh (green) and zr (red) for each model. (b) Parameter space curves ze(f∗|CDM) = ze(mX|WDM) for various critical points
ze ∈ {zmin, zh, zr}. The orange (green) hatched region shows models disfavoured by observations of GRBs (the Lyman α forest) from de Souza et al. (2013)
(Viel et al. 2013).

Current and next-generation interferometric radio telescopes may
be used to detect the boost in power associated with WDM models.
The dotted curves in Fig. 6 show forecasts for the 1σ power spec-
trum thermal noise levels for 2000 h of observation time, computed
by Mesinger et al. (2013a), for the Murchison Widefield Array
(MWA),6 the Square Kilometre Array (SKA)7 and for the proposed
Hydrogen Epoch of Reionization Array (HERA).8 This estimate is
quite conservative in that it ignores the contribution of foreground-
contaminated modes (Pober et al. 2013). From these forecasts, we

6 http://www.mwatelescope.org/
7 http://www.skatelescope.org/
8 http://reionization.org

can see that the MWA may be able to at least marginally detect the
boost in power for the mX = 2 keV model at the reionization and
X-ray heating peaks. In addition, these estimates indicate that next-
generation instruments will be able to easily measure the excess of
power at these scales for mX = 2, 4 keV models over a wide range
of redshifts.

The 21-cm power spectrum during a redshift near the time when
TK is at its most inhomogeneous state is plotted in Fig. 7 for WDM
with mX = 2, 4 keV and their CDM counterparts. One can see that
the boost in power in WDM may continue to k values lower than
those used in Fig. 6. In particular, the power near k = 0.01 Mpc−1 in
WDM models with mX = 2 keV (4 keV) may be larger by a factor
of 3 (1.3) as compared to in CDM models at these times.
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For "! > 5	keV, star formation efficiency is degenerated with WDM. For 
low mass, the two are not degenerated.

This is observable by the high-redshift measurement such as square 
kilometer array.

6 Sitwell et al.
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Figure 3. Mean 21-cm brightness temperature �T̄b (a) and its derivative with respect to redshift (b). In all plots, the solid curve is
the fiducial CDM model. The upper plots show the results of WDM runs where the dashed, dotted-dashed, and dotted curves are for
mX = 2, 3, 4 keV, respectively. The lower plots show CDM runs where the dashed, dotted-dashed, and dotted curves are for CDM models
with f⇤/f⇤fid = 0.03, 0.1, 0.5, respectively.
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Figure 4. ‘Critical points’ in the mean 21-cm signal. (a) Redshifts of critical points for CDM (solid curves) and WDM (dashed curves)
models. For CDM curves, the redshifts of the critical points are plotted as a function of f⇤, which can be read from the top horizontal
axis. For WDM curves, the critical point redshifts are plotted as a function of mX, the values of which can be read from the lower
horizontal axis. In descending order from the right, the curves are the redshifts zmin (blue), zh (green), and zr (red) for each model. (b)
Parameter space curves ze(f⇤|CDM) = ze(mX|WDM) for various critical points ze 2 {zmin, zh, zr}. The orange (green) hatched region
shows models disfavoured by observations of GRBs (the Lyman-↵ forest) from de Souza et al. 2013 (Viel et al. 2013).

tioned in the introduction loses much of its appeal past a
few keV).

As the value of mX is lowered, the curves in Fig. 4b di-
verge from one another, as the more rapid growth of struc-
ture in WDM changes the relative timing of the milestones.
Therefore, if f⇤ is approximately constant throughout the
epochs under consideration, adjusting the value of f⇤ in
CDM so that a particular critical point occurs at the same
redshift as it does in WDM will misalign other critical points

and thus cannot reproduce the whole history of �T̄b in WDM
models.

However, we can mimic the WDMmean brightness tem-
perature evolution with CDM if we allow f⇤ to vary in time.
To illustrate this, Fig. 5 shows the form of f⇤(z) needed
to reproduce the mean 21-cm signal for WDM with mX =
2, 4 keV. At high redshifts (z & 15, 25 for mX = 2, 4 keV), f⇤
is more than an order of magnitude smaller than its value at
the end of reionization to compensate for the delay of struc-
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Figure 3. Mean 21-cm brightness temperature �T̄b (a) and its derivative with respect to redshift (b). In all plots, the solid curve is
the fiducial CDM model. The upper plots show the results of WDM runs where the dashed, dotted-dashed, and dotted curves are for
mX = 2, 3, 4 keV, respectively. The lower plots show CDM runs where the dashed, dotted-dashed, and dotted curves are for CDM models
with f⇤/f⇤fid = 0.03, 0.1, 0.5, respectively.
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Figure 4. ‘Critical points’ in the mean 21-cm signal. (a) Redshifts of critical points for CDM (solid curves) and WDM (dashed curves)
models. For CDM curves, the redshifts of the critical points are plotted as a function of f⇤, which can be read from the top horizontal
axis. For WDM curves, the critical point redshifts are plotted as a function of mX, the values of which can be read from the lower
horizontal axis. In descending order from the right, the curves are the redshifts zmin (blue), zh (green), and zr (red) for each model. (b)
Parameter space curves ze(f⇤|CDM) = ze(mX|WDM) for various critical points ze 2 {zmin, zh, zr}. The orange (green) hatched region
shows models disfavoured by observations of GRBs (the Lyman-↵ forest) from de Souza et al. 2013 (Viel et al. 2013).

tioned in the introduction loses much of its appeal past a
few keV).

As the value of mX is lowered, the curves in Fig. 4b di-
verge from one another, as the more rapid growth of struc-
ture in WDM changes the relative timing of the milestones.
Therefore, if f⇤ is approximately constant throughout the
epochs under consideration, adjusting the value of f⇤ in
CDM so that a particular critical point occurs at the same
redshift as it does in WDM will misalign other critical points

and thus cannot reproduce the whole history of �T̄b in WDM
models.

However, we can mimic the WDMmean brightness tem-
perature evolution with CDM if we allow f⇤ to vary in time.
To illustrate this, Fig. 5 shows the form of f⇤(z) needed
to reproduce the mean 21-cm signal for WDM with mX =
2, 4 keV. At high redshifts (z & 15, 25 for mX = 2, 4 keV), f⇤
is more than an order of magnitude smaller than its value at
the end of reionization to compensate for the delay of struc-
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Figure 6. Evolution of the power spectrum of �Tb for WDM with (a) mX = 2keV and (b) mX = 4keV. The top panels show power
spectra at k = 0.08, 0.18Mpc�1 for WDM (dashed) and the CDM model (solid). CDM models have f⇤(z) chosen to reproduce the global
21-cm signal found for the respective WDM model. The bottom panels show the di↵erence in the power spectrum between WDM and
CDM models. Dotted curves show forecasts for the 1�� power spectrum thermal noise as computed in Mesinger et al. 2013a with 2000h
of observation time. The dotted green, blue, and red curves are the forecasts for the MWA, SKA, and HERA, respectively.

rapid in WDM, the mean 21-cm signal will follow suit, re-
sulting in a delayed, deeper and more narrow absorption
trough. These e↵ects can easily be seen in the global 21-cm
signal for WDM with free-streaming lengths above current
observational bounds for thermal relic masses as high as
mX ⇠ 10� 20 keV (R0

c ⇠ 6� 13 kpc).

Suppressing the photon-production e�ciency of astro-
physical sources can delay the 21-cm signal as well. As such,
to discriminate between WDM and CDM models by mea-
suring the redshift of reionization, the photon-production
e�ciency must be known to within a factor of 3.0, 1.8, and
1.4 for WDM with mX = 2, 3, 4 keV (R0

c ⇡ 86, 54, 39 kpc),
respectively. Since the impact of WDM is larger at higher
redshifts, if milestones in the mean 21-cm signal that oc-
cur at higher redshift are used to di↵erentiate WDM and
CDM models, the precision to which this e�ciency must
be known decreases. For example, if measuring the redshift
of the minimum of the mean 21-cm signal (during the as-
trophysical epoch of the signal) the e�ciency must only be
known within a factor of 50, 13, and 4.8 for mX = 2, 3, 4 keV,
respectively.

If the star-formation remains approximately constant
over the range of redshifts under consideration, degeneracy
between CDM and WDM models may be broken by examin-
ing the gradient of the mean 21-cm signal, which is larger in
WDM due to its more rapid pace of structure formation. In
addition, the spectrum of perturbations in the 21-cm signal
may as well be used to break this degeneracy, as the 21-cm
power spectrum in WDM has an excess of power on large
scales owing to the stronger biasing of sources in WDM.
This is true even if the photon-production e�ciency evolves
with redshift in such a way as to reproduce with CDM
the global 21-cm signal in WDM models. For WDM with
mX = 2keV (mX = 4keV), the power in the 21-cm signal at
k = 0.08, 0.18Mpc�1 can be increased by a factor as high as

2.4, 2.0 (1.3, 1.1) as compared to that in CDM. Power spec-
trum measurements made by current interferometric tele-
scopes, such as the MWA, should be able to discriminate
between CDM and WDM models with mX . 3 keV, while
next generation telescopes will easily be able di↵erentiate
between CDM and all relevant WDM models.

In this work, we assume that atomically-cooled halos
drive the 21-cm signal. If instead smaller, molecularly-cooled
halos, whose production is suppressed in WDM, play a sig-
nificant role in producing the 21-cm signal in CDM, then
the e↵ects di↵erentiating WDM from CDM described above
would be even more pronounced. On the other hand, if star-
formation was not e�cient in halos with Tvir = 104 K, the
di↵erences between CDM and WDM in the 21-cm signal
would be diminished.
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• In light of EDGES-like detection of global 21-cm 
measurement, we reach:

o !!" > 10#$s for DM decays into %%, '%'&, ( )(; and 
!!" > 10#'s for DM decays into +%+&, stronger 
than Planck results.

o PBH Hawking radiation can produce radiation as an 
energy injection into IGM. The EDGES constraint for 
PBH abundance is stronger than Planck.

• WDM has a particular feature of power spectrum 
comparing to CDM. The future MWA, HERA and 
SKA is sensitive to the warm dark matter with mass 
in the regime of 1—10 keV through power 
spectrum and global signal.


